
COMP90042 Web Search & Text Analysis
Workshop Week 8

Zenan Zhai
April 30, 2019

University of Melbourne



Outline

Information Extraction
• Named entity recognition
• Relation extraction

• Rule-based
• Supervised
• Semi-supervised
• Distant supervision
• Unsupervised

• Temporal/Event extraction
• Template filling

Question Answering
• Information retrieval
• Reading comprehension by Deep learning
• Form query to knowledge base
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Named entity recognition (NER)

Sequence Labeling with named entity tags. (PER, ORG, etc)
Using IOB, IOBES tagging scheme.
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Relation Extraction

Supervised settings

• Fixed set of relations.
• A sentence with multiple named entities.
• Why is rule-based method inadequate?
• Semi-supervised V.S. Distant Supervision

Unsupervised settings

• No relation set.
• How to group relations?
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Other IE tasks

Event extraction

• What happened ?
• Timeline of events.

Temporal extraction

• Extract time related expressions (last month, next year, etc)
• Normalize to canonical form (e.g. next year→ 2018)

Template filling

• Combination of above task.
• [supermarket] reduces price of [item] by [number], [time].
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Information Extraction

• Named entity recognition
• Relation extraction
• Temporal/Event extraction
• Template filling

Question Answering

• Information retrieval
• Reading comprehension by Deep learning
• Form query to knowledge base
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QA and information retrieval

QA steps:

• Retrieve relevant documents.
• Retrieve relevant paragraphs.
• Extract the answer from relevant paragraphs.

Which step is more difficult?

How can we do this?
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Reading comprehension by Deep Learning

Bidirectional Attention Flow (BiDAF) (Seo et al., 2016)Published as a conference paper at ICLR 2017
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Figure 1: BiDirectional Attention Flow Model (best viewed in color)

query-aware context representation (the output of the attention layer). It also allows the attention
at each time step to be unaffected from incorrect attendances at previous time steps. Our experi-
ments show that memory-less attention gives a clear advantage over dynamic attention. Third, we
use attention mechanisms in both directions, query-to-context and context-to-query, which provide
complimentary information to each other.

Our BIDAF model1 outperforms all previous approaches on the highly-competitive Stanford Ques-
tion Answering Dataset (SQuAD) test set leaderboard at the time of submission. With a modification
to only the output layer, BIDAF achieves the state-of-the-art results on the CNN/DailyMail cloze
test. We also provide an in-depth ablation study of our model on the SQuAD development set, vi-
sualize the intermediate feature spaces in our model, and analyse its performance as compared to a
more traditional language model for machine comprehension (Rajpurkar et al., 2016).

2 MODEL

Our machine comprehension model is a hierarchical multi-stage process and consists of six layers
(Figure 1):

1. Character Embedding Layer maps each word to a vector space using character-level
CNNs.

2. Word Embedding Layer maps each word to a vector space using a pre-trained word em-
bedding model.

3. Contextual Embedding Layer utilizes contextual cues from surrounding words to refine
the embedding of the words. These first three layers are applied to both the query and
context.

4. Attention Flow Layer couples the query and context vectors and produces a set of query-
aware feature vectors for each word in the context.

5. Modeling Layer employs a Recurrent Neural Network to scan the context.

6. Output Layer provides an answer to the query.

1Our code and interactive demo are available at: allenai.github.io/bi-att-flow/
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QA in structured knowledge base

Process query to get logical form.

Compare logical form with structured data in knowledge base.

Derive logical form of query by semantic parsing.

Semantic parsing Dependency parsing
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